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Abstract A laboratory sandbox model (105×60×15cm)
was filled with different types of sediments to arrange
different hydraulic conditions at the tracer’s injection
zone. Tracer-input functions were monitored at the
injection location and tracer breakthrough curves (BTCs)
were measured at a downgradient detection plane.
Numerical transport simulations analogous to the sandbox
experiments were conducted in a numerical model
parameterized with the properties of the sediments used
in the sandbox. The results of the study demonstrate that
the hydraulic conditions at the source zone have a major
influence on plume development. Tracer injection into
high-permeability zones causes early arrival, and en-
hanced transverse and reduced longitudinal spreading.
Tracer injection into low-permeability zones causes late
arrival, and reduced transverse and enhanced longitudinal
spreading. It was further found that using simplified
tracer-input functions in the analysis of BTCs can lead
to biased transport parameters. The results suggest that
transport parameter estimation based on tracer experi-
ments can benefit from monitoring of the tracer-input
function and subsequent consideration of the measured
tracer-input function in the analysis of BTCs.

Keywords Heterogeneity . Laboratory experiments/
measurements . Numerical modeling . Solute transport

Introduction

Environmental engineering procedures such as remedia-
tion of contaminated sites rely on precise prediction of
flow and transport processes in the subsurface, which are
controlled by the subsurface’s chemical and physical

heterogeneity. Among the various chemical and physical
properties, the hydraulic conductivity is generally recog-
nized as the primary control on groundwater flow and
solute migration (e.g. Dagan 1989; Koltermann and
Gorelick 1996). The spatial distribution of the hydraulic
conductivity in aquifers has been extensively studied (e.g.
Sudicky 1986; Hess 1989; Boggs et al. 1992; Vereecken et
al. 2000). These studies showed that the local hydraulic
conductivity in aquifers can vary over several orders of
magnitude, with typical correlation lengths ranging from
decimeters to meters. The spatial variability of the local
hydraulic conductivity causes convergence and divergence
of streamlines, which locally focuses and defocuses
groundwater flow. The impact of heterogeneous flow
fields on solute spreading and plume behavior is, as such,
relatively well understood. Among many others, Silliman
and Simpson (1987) investigated the influence of hetero-
geneity on solute transport and showed that the presence
of heterogeneities significantly increases solute spreading
and causes dispersion to scale with travel distance. Levy
and Berkowitz (2003) demonstrated that heterogeneous
structures strongly affect plume spreading and lead to
irregularly shaped solute plumes. Werth et al. (2006) and
Rolle et al. (2009) investigated the effect of ‘flow
focusing’ through high-permeability inclusions and found
that flow focusing enhances transverse mixing and
therefore controls the lateral spreading of a plume and
the length of a mixing-controlled reactive plume.
Although plume behavior in heterogeneous conductiv-

ity fields has been extensively studied, only a few studies
investigated the influence of the hydraulic conditions at
the source zone. Since the hydraulic conductivity in
aquifers changes in space, the hydraulic conditions at a
localized solute source can be very different at different
locations within the aquifer, because they depend on the
local hydraulic conductivity at the source zone relative to
the surrounding conductivity field. De Barros and Nowak
(2010) could show analytically and numerically that flow
focusing/defocusing is of particular importance for plume
development when it occurs directly at the source zone.
The authors found the volumetric water flux passing
through the source zone to control the ensemble charac-
teristics of downgradient plumes. Their results are in
alignment with the findings of Nowak et al. (2010), who
identified the flow field at the source zone to be a major
source of uncertainty in the prediction of contaminant
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plumes. In their numerical study on optimal sampling
design, Nowak et al. (2010) conclude that optimal
sampling schemes should investigate the hydraulic condi-
tions at the source zone because knowledge thereof can
greatly reduce the uncertainty in predicted contaminant
concentrations.
Solute transport in porous media can be characterized

in terms of advective–dispersive transport parameters,
which can be determined in tracer experiments.
Typically, tracer is injected at one location into the aquifer
and tracer breakthrough curves (BTCs) are measured at
some other downgradient location. Apparent advective–
dispersive transport parameters, the apparent velocity and
the apparent dispersivity, are delineated from the tracer’s
mean arrival time and from the spreading of the BTC,
respectively (e.g. Leibundgut et al. 2009). The impact of
aquifer heterogeneity on BTCs and on apparent transport
parameters derived from BTCs is generally well under-
stood. Silliman and Simpson (1987) and Huang et al.
(1995) analyzed BTCs in laboratory transport experiments
and showed that heterogeneous structures increase the
spreading of BTCs and lead to scale-dependent
dispersivities obtained from BTCs. Levy and Berkowitz
(2003) demonstrated that the presence of heterogeneities
can produce anomalous transport characteristics such as
non-Fickian early arrival and late-time tails in BTCs.
What has not yet been studied in detail is the influence of
the hydraulic conditions at the source zone on BTCs and
on apparent transport parameters derived from BTCs. In
the case of a tracer test where tracer is injected at a well,
the hydraulic conditions at the injection well depend on
the aquifer’s hydraulic conductivity close to the well and
farther away from the well. However, additionally to the
natural heterogeneity of the aquifer, the well itself disturbs
the flow field close to the well. Generally, streamlines
converge in the vicinity of a borehole, which leads to an
increased flow through the borehole compared to the
undisturbed aquifer (Drost et al. 1968). Yet, depending on
well construction and chemical conditions, processes such
as formation of oxides/hydroxides or bacteria growth are
known to clog the well screen or filter-pack which can
dramatically decrease its hydraulic conductivity (van Beek
et al. 2009).
Often, BTCs are interpreted assuming an instantaneous

or a step pulse tracer-input profile. The use of such
simplified approximations is appealing because it allows
for use of simple analytical solutions in the analysis of
BTCs. However, realistic experimental conditions may
produce tracer-input functions that depart strongly from
such approximations (Brouyère 2003). If not adequately
considered, this can lead to severe misinterpretation of
BTCs. Moench (1989) pointed out that well bore mixing
in an injection well can induce a spreading of BTCs which
must not be confused with the spreading due to aquifer
dispersivity. Gelhar et al. (1992) recognized that the
tailing of BTCs might stem from slow flushing of the
input slug of tracer out of the injection borehole. Brouyère
et al. (2005) demonstrated in synthetic experiments that
erroneous transport parameters can be derived from BTCs

when well-aquifer interactions during the injection are
neglected.
The present study investigates the impact of different

hydraulic conditions at the source zone on plume behavior
by analyzing BTCs measured in laboratory tracer exper-
iments. Different types of sediments were arranged in a
sandbox model with dimensions x10105 cm, x2060 cm,
x3015 cm to produce different hydraulic conditions at the
tracer’s source zone. Specific tracer-input functions were
obtained through monitoring concentrations as a function
of time at the location where tracer was injected. BTCs
were measured at a downgradient detection plane and
characterized in terms of apparent transport parameters,
using temporal moment analyses and least-squares fits of
the one-dimensional convection–dispersion equation (1-D
CDE). Following the approach presented by Englert et al.
(2007), the measured tracer-input functions were explicitly
accounted for in the analysis of BTCs.
To understand in detail the spatio–temporal plume

development, numerical transport simulations analogous
to the sandbox experiments were conducted in a numerical
model that was parameterized with the hydraulic proper-
ties of the sediments used in the sandbox.
The particular goals of the present study are (1) to

explore the impact of different hydraulic conditions at the
source zone on plume characteristics and BTCs measured
at a downgradient detection plane, (2) to assess how much
actual tracer-input functions deviate from commonly
assumed instantaneous or step pulse injection profiles,
(3) to investigate if transport parameter estimation based
on BTC analysis can benefit from monitoring of the
tracer-input function and subsequent consideration of the
measured tracer-input function in the analysis of BTCs.

Materials and methods

Laboratory experiments
Experiments were conducted in a laboratory sandbox
model. Figure 1 shows a sketch of the experimental setup.
The sediment packing (grey area) is separated from an
inlet chamber (left) and an outlet chamber (right) by
screens, whose hydraulic conductivity is large relative to
the hydraulic conductivity of the sediment. Two constant
head reservoirs enforce steady flow from left to right. To
establish parallel flow throughout the sediment packing,
the water entering the inlet chamber is channeled through
a vertical tube with equally spaced holes, and thus,
distributed over the entire height of the model. Likewise,
the water exiting the sediment packing is collected over
the entire height by a similar tube in the outlet chamber.
Two micropumps permanently circulate the water within
the inlet chamber and the outlet chamber to enforce
mixing.
Clean, sieved silica sediments were packed into the

model. To avoid the trapping of air during the packing
procedure, the sediments were initially put into a vessel
and stirred with water until complete saturation was
reached. Afterwards the saturated sediments were packed
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into the model with the water level inside the model
always being approximately 5 cm above the top of the
sediment packing.
To minimize pore-clogging effects due to degassing of

dissolved gases during the experiments, tap water was
stored in a reservoir for at least 12 h, equilibrating with the
laboratory air, before flowing through the model.
Experiments were conducted at roughly constant air
temperatures (18–21 °C), ascertaining a constant fluid
viscosity.
Different types of sediments were used to arrange

different hydraulic setups. In a first setup, the entire
model was homogeneously filled with a sand of grain
size 0.7–1.2 mm. Subsequently, the material within the
injection zone (15×15×15 cm, light grey area in
Fig. 1) was extracted and replaced by four other types
of sediments which are characterized by coarser grain
sizes (2.0–3.15 mm, 3.15–5.6 mm) or finer grain sizes
(0.4–0.8 mm, 0.2–0.6 mm), respectively. The hydraulic
conductivities of the different sediments were deter-
mined beforehand in Darcy experiments. Table 1 lists
the resulting hydraulic conditions for the different
injection zone setups. Note that for all setups, the
initial sand-packing stayed in place at all other
locations but the injection zone, that is, only the
hydraulic properties of the injection zone are changed
for the different setups.
Tracer experiments were repeated in the same

manner for the five different setups. Potassium chloride
solution was used as a tracer, so that tracer concentra-
tions could be deduced from electrical conductivity
(EC) measurements using calibration curves. The latter
were obtained before and after each experiment using
standard solutions. Using a syringe and a tube, a
volume of 50-ml tracer solution was injected in a 20-s
step pulse into a small filter element located in the
middle of the injection zone (Fig. 2). The same filter
element contained the measurement device of an EC
sensor that was buried inside the sediment and

connected to a logger, recording EC values with a
temporal resolution of 5 s. This setup allows for
measurement of the temporal evolution of tracer
concentrations at the location where tracer was
injected.
Further downstream, tracer concentrations were

recorded in the outlet chamber by another EC sensor,
recording EC values with a temporal resolution of 60 s.
Preliminary experiments showed that the circulation
pump, which permanently mixes the water within the
outlet chamber, causes a slug injection of dye to be well
mixed over the entire chamber volume within less than
30 s. Therefore, measurement of concentrations at one
location within the chamber can be regarded to be
representative for the entire chamber.
The tracer solution that was injected into the model

had a concentration of c00.3 mol/l. This relatively
high concentration was chosen, because on the one
hand, EC values measured in the outlet chamber must
be sufficiently high above the tap water’s background
level and on the other hand, the volume of tracer
solution that was injected must not largely exceed the
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Fig. 1 Vertical cross-section of the laboratory model (thickness015 cm)

Table 1 Hydraulic conditions in the different setups

K [m/s]a K [m/s]a K1/K2 Laboratory
experiment

Numerical
experimentInjection

zone (K1)
Surrounding
material (K2)

6.6E-04 6.1E-03 0.11 lp2 LP2
2.5E-03 6.1E-03 0.41 lp1 LP1
6.1E-03 6.1E-03 1.00 hm HM
6.9E-03 6.1E-03 1.13 hp1 HP1
8.8E-03 6.1E-03 1.44 hp2 HP2
6.1E-02 6.1E-03 10.00 – HP3b

hm/HM homogeneous setup; lp/LP low-permeable injection zone
setup; hp/HP high-permeable injection zone setup
aHydraulic conductivities (K) from Darcy experiments
b Additional numerical experiment to investigate the effects of a
larger hydraulic contrast between a high-permeable injection zone
and the surrounding material (no laboratory equivalent)
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volume of the filter element to enable a meaningful
measurement within the filter element. To make sure
that the used concentration levels do not provoke
density effects which can affect the transport process
(Schincariol and Schwartz 1990), a preliminary dye
tracer experiment was conducted under similar condi-
tions as the actual tracer experiments—a small amount
of dye was added to the 0.3 mol/l potassium chloride
solution and injected into the model following the
same procedure that was applied in the actual tracer
experiments. At the outflow plane, the dye could be
visually observed to exit the sediment packing at
approximately the same vertical position as it was
introduced at the injection zone. This indicates a
horizontal tracer movement through the sediment and
suggests that under the given experimental conditions,
tracer migration appears to be widely unaffected by
density effects.

Interpretation of laboratory measured
concentrations
Tracer concentrations were measured (1) within the filter
element in which tracer was injected, and (2) in the outlet
chamber. The aim of these measurements is to quantify, as
a function of time, the solute flux entering the porous
medium at the injection location (tracer-input function);
and the solute flux exiting the porous medium at the
outflow plane (BTC).
Monitoring concentrations within the filter element

allows one to determine how tracer is transferred from the
filter element into the porous medium. Assuming that
diffusion is small compared to advection, that the volume
within the filter element is well mixed and that the
disturbance of the flow rate through the filter element
during the injection step is negligible, then concentrations
measured within the filter element represent flux concen-
trations, describing the solute flux from the filter element
into the porous medium.

As the fluid exiting the sediment packing is perma-
nently mixed in the outlet chamber, concentrations
measured in the outlet chamber can be assumed to be
flux averaged. However, the continuous mixing within the
chamber produces an increased spreading and a shift on
the time axis, of the measured concentration curves. To
infer flux averaged BTCs passing the cross-sectional area
between sediment packing and outlet chamber from the
concentration curves measured in the outlet chamber, the
following approach was applied. The mass balance for the
tracer contained in the chamber fluid can be formulated as

@C

@t
¼ Q
V
Cin � Coutð Þ; ð1Þ

in whichC is the concentration within the outlet chamber, t is
the time, Q is the volumetric flow rate through the chamber,
V is the fluid volume within the chamber, Cin is the
concentration of the fluid entering the chamber, Cout is the
concentration of the fluid exiting the chamber. Since the
experiments were carried out under stationary flow condi-
tions, the flow rate Q and the chamber volume V remained
constant during an experiment. Q was determined by
collecting the water exiting the model in a reservoir whose
weight was measured as a function of time with a balance
(accuracy: ± 1 g). V was deduced from head measurements
(accuracy: ± 0.2 mm) in the outlet chamber.
For short time intervals Δt, the following approxima-

tions can be made:

@C

@t
� ΔC
Δt
; ð2Þ

Cout t þΔt=2ð Þ � CðtÞ þ C t þΔtð Þ
2

: ð3Þ

Substituting Eq. (3) into Eq. (1) and solving for Cin
yields

Cin t þΔt=2ð Þ ¼ C t þΔtð Þ � CðtÞ
Δt

� �
V

Q
þ CðtÞ þ C t þΔtð Þ

2
:

ð4Þ
Since V, Q and C(t) were measured during the experi-

ments, Eq. (4) can be used to estimateCin(t), which represents
the flux concentrations passing the cross-sectional area at the
end of the sediment packing before being mixed in the outlet
chamber. Since the accuracy of Eq. (4) depends on the
temporal resolution of the measured data, its applicability
was checked using synthetic data—for a synthetic test case, a
typical tracer breakthrough (dashed line, Fig. 3) is assumed to
describe the solute flux entering the outlet chamber. The
resulting concentration curve that would be measured in the
permanently mixed outlet chamber can be modeled (solid
line) as

C t þΔtð Þ ¼ CðtÞ þ QΔt
V

Cin t þΔtð Þ � CoutðtÞ½ �: ð5Þ

EC Sensor

Filter
Element

Tracer Injection

15 cm

15
 c

m

Injection Zone

Fig. 2 Vertical cross-section of the experimental configuration
within the injection zone
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Note that Eq. (5) applies only for small Δt because it
approximates the concentration of the fluid exiting the
chamber during a timestep as the chamber concentration
calculated for the previous time step.
As is obvious in Fig. 3, the mixing within the outlet

chamber produces a strongly smoothened concentration
curve in the outlet chamber (solid line) which represents
only very poorly the solute flux into the chamber (dashed
line). To mimic the temporal resolution of the measure-
ments available from the sandbox experiments, the
modeled chamber concentrations are discretized in time
with Δt060 s (triangles). Equation (4) is then applied on
the discretized data set. The good agreement between
estimated solute flux (dots) and initial synthetic input
signal suggests that the temporal resolution, Δt060 s, of
the experimental data is sufficiently high for the applica-
tion of Eq. (4) to derive flux averaged BTCs from
measured chamber concentrations.

Numerical modeling
Numerical simulations analogous to the sandbox experi-
ments were conducted in a numerical model that was
parameterized with the properties of the sediments used in
the sandbox. Numerical modeling was carried out using
the finite elements based Software FEFLOW (Diersch
1996). Flow and transport were computed in a two-
dimensional (2-D) depth-averaged model. The domain
geometry is illustrated in Fig. 4. Relevant parameters are
provided in Table 2. Constant head boundaries were
specified at the left and right domain boundaries enforcing
flow from left to right. The upper and lower boundaries
represent no-flux boundaries for both flow and transport.
Initial concentration values are zero in the entire domain.
The fluid entering the model (left) has a prescribed
concentration of zero. The outflow boundary (right) is
unrestricted, allowing tracer to advectively exit the
domain. Tracer is introduced via a vertical line source,
which is 4 cm long and located in the middle of the
injection zone. The length and the position of the line
source correspond to the vertical length and location of the
filter element in which tracer was injected in the sandbox
experiments.

To simulate the laboratory tracer injection procedure in
the numerical model, fixed concentrations, c00.3 mol/l,
and a volumetric fluid flux into the model, Q04.9 ml/s,
were assigned for a step pulse from tstart00 until tend020 s
to the nodes located on the line source. This results in the
step pulse injection of a defined fluid volume with a
prescribed tracer concentration, evenly distributed over the
nodes located on the line source. Q calculates as

Q ¼ f V
iΔt

: ð6Þ

V is the volume of tracer solution that was injected in
the sandbox (V050 ml), i is the number of nodes located
on the line source (i017), Δt is the injection duration
(Δt020 s). f is a scaling factor, that is necessary because
the numerical model is two-dimensional. The 2-D model
represents the vertical projection of a depth-averaged
medium with a horizontal thickness of 1 m. The line
source, thus, represents an area with dimensions 4 cm×
100 cm, occupying the entire model thickness. Due to this
source geometry, the flow field disturbance going along
with the injection of a volume of 50 ml tracer solution (as
in the sandbox) would be negligible in the numerical
model. To come up with a reasonable approximation, f
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Fig. 3 Synthetic test case to check the functionality of Eq. (4) to
estimate flux averaged BTCs (Cin) from concentrations measured in
the permanently mixed outlet chamber (C)
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K K1 2

Fig. 4 Numerical model. K1, K2 denote the hydraulic conductivity
within the injection zone and surrounding the injection zone,
respectively. The black square indicates the boundaries of the
injection zone (15×15 cm). The red line represents the line source.
Δx1, Δx2 denote the grid spacing

Table 2 Numerical model parameters

Parameter Symbol Unit Value

Model discretization
Grid spacing Δx1, Δx2 [m] 0.003, 0.03
Time step Δt [s] 0.1
Flow parameters
Head difference Δh [m] 0.023
Hydraulic conductivity K [m/s] see Table 1
Transport parameters
Porosity n [−] 0.45
Local dispersivity lL, lT [m] 0.0022, 0.00022

833

Hydrogeology Journal (2013) 21: 829–844 DOI 10.1007/s10040-013-0962-7



was introduced into Eq. (6) representing the ratio between
the horizontal thickness of the numerical domain and the
diameter of the filter element used in the sandbox (i.e.
f0100 cm/3 cm).
Similar to the laboratory measurements, tracer concen-

trations in the numerical model were monitored at the
source zone and BTCs were recorded at the outflow
boundary. For the former, local concentrations were
averaged over the nodes located on the line source; for
the latter, the summed mass flux through the outflow
boundary was divided by the summed fluid flux through
that boundary.
To mimic the different sandbox setups in the numerical

model, hydraulic conductivity values obtained from Darcy
experiments for the different sediments were used to
parameterize the hydraulic conductivity in the numerical
model (Table 1). The difference in hydraulic head between
the inlet and the outlet,Δh, was prescribed according to the
head difference that was adjusted in the sandbox experi-
ments. A uniform porosity, n, and uniform dispersivities, lL
and lT, were prescribed for all setups (Table 2). n00.45 (−)
represents the porosity determined for the sediment which
was initially used to homogeneously fill the entire laboratory
model. Since the porosities of the other sediments that were
subsequently inserted into the injection zone only slightly
deviated from this value (± 0.02), the porosity in the
numerical model was uniformly prescribed as n00.45 (−)
for all setups. The dispersivity values were delineated from
the tracer experiment conducted in the homogeneous
sandbox (setup hm; see Table 1). The longitudinal
dispersivity (lL00.0022 m) represents the value obtained
by fitting Eq. (12) to the BTC hm (see Fig. 6b). For the
transverse dispersivity, the common approximation lT01/
10lL (e.g. Delleur 1998) was used.
The numerical domain was discretized in space,

Δx1≈0.003 m, and time, Δt00.1 s. The level of
discretization complies with the Courant and Peclet
criteria. Due to the geometry of the line source, a
relatively large portion of the numerical domain was
not affected by solute migration. To save computation-
al power, a coarser grid size, Δx2≈0.03 m, was
applied to those parts of the numerical domain where
no transport occurred (see Fig. 4).

Analytical modeling

Least-squares fits of the 1-D CDE
Conservative transport in a 1-D homogeneous medium
during steady flow is generally described using the 1-D
CDE:

@C

@t
¼ �v @C

@x
þ vl @

2C

@x2
; ð7Þ

in which C is the fluid concentration, t is time, x is
distance and v and l are the solute velocity and aquifer
dispersivity, respectively.

If the tracer is applied instantaneously at t00, x00 and
concentrations are measured in flux, an analytical solution
of Eq. (7) is (Kreft and Zuber 1978):

C x; tð Þ ¼ M
Q

xffiffiffiffiffiffiffiffiffiffiffiffiffi
4plvt3

p exp � x� vtð Þ2
4lvt

" #
; ð8Þ

where M is the amount of tracer injected and Q is the
volumetric flow rate.
For a step-type continuous tracer injection and concen-

tration measurement in flux, a solution of Eq. (7) is (Kreft
and Zuber 1978):

C x; tð Þ ¼ C0
2
erfc

x� v t � tonð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4lv t � tonð Þp

" #
þ C0
2
exp

vx

lv

� �
erfc

xþ v t � tonð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4lv t � tonð Þp

" #
;

ð9Þ
with C0 the injection concentration and ton the time when
the step injection starts. To simplify the notation, Eq. (9)
can be expressed as

C x; tð Þ ¼ f C0; x; ton; v; lð Þ: ð10Þ
Based on superposition, this solution can be extended for

a step pulse injection (van Genuchten and Alves 1982):

C x; tð Þ ¼ g C0; x; ton; toff ; v; lð Þ
¼ f C0; x; ton; v; lð Þ � f C0; x; toff ; v; lð Þ;

ð11Þ

where ton is the time when the injection starts and toff is
the time when the injection stops. Using again the
principle of superposition, Eq. (11) can be extended for
a complex tracer-input function consisting of n injection
steps (Englert et al. 2007):

C x; tð Þ ¼
Xn
i¼1
g C0 ið Þ; x; ton ið Þ; toff ið Þ; v; l½ �; ð12Þ

where i is the number of a particular injection step.

Temporal moment analysis
The normalized first temporal moment τ1(x) and the
normalized second central temporal moment τ2c(x) of a
BTC measured at location x are defined as:

t1ðxÞ ¼
Z 1

0
tc x; tð Þdt; ð13Þ

t2cðxÞ ¼
Z 1

0
t2c x; tð Þdt � t12ðxÞ; ð14Þ

with c(x,t) the normalized concentration,

c x; tð Þ ¼ C x; tð ÞR1
0 C x; tð Þdt ¼

C x; tð Þ
t0ðxÞ ; ð15Þ

where C(x,t) is the absolute concentration and τ0(x) is the
BTC’s zeroth moment.
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If the solute is applied instantaneously at t00, x00 and
observed concentrations C(x,t) are flux concentrations,
then c(x,t) represents a distribution of solute travel times;
and the average solute travel time, μt, and the variance of
solute travel times, σ2t , are related to τ1 and τ2c as

μt ¼ t1; ð16Þ

σ2t ¼ t2c: ð17Þ
Travel time characteristics μt and σ2t can be used to

calculate transport parameters (Kreft and Zuber 1978):

v ¼ x

μt
; ð18Þ

l ¼ σ
2
t x

2μ2t
; ð19Þ

with the mean flow in the x direction. The definitions for v
and l in Eqs. (18) and (19) are consistent with the relation
between transport parameters v and l of the 1-D CDE and
the temporal moments of BTCs predicted by the 1-D
CDE.
To account for a tracer-input function different from an

instantaneous injection profile, Eqs. (18) and (19) can be
modified (Englert et al. 2009):

v ¼ x

Δμt
; ð20Þ

l ¼ Δσ
2
t x

2Δμ2t
; ð21Þ

with

Δμt ¼ μt;BTC � μt;input; ð22Þ

Δσ2t ¼ σ2t;BTC � σ2t; input; ð23Þ
where μt, BTC and σ2t;BTC represent the average and the
variance of a BTC observed at distance x from the
injection; μt, input and σ2t; input are the average and the
variance of the tracer-input function.
Calculation of the average μt and the variance σ2t of a

distribution from its moments according to Eqs. (13) and
(14) is relatively sensitive to measurement errors or data
noise. More robust estimates for μt and σ2t can be obtained
from the percentiles of a distribution, i.e., average and
variance can be estimated from the median and the

squared absolute value of half the difference between the
15.87 percentile and the 84.13 percentile of the cumula-
tive concentrations. For a normal distribution these
percentile based estimates correspond to μt and σ2t (e.g.
Bulmer 1979).

Results and discussion

Data reliability
Tracer concentrations in the laboratory experiments were
deduced from EC measurements. EC values of standard
solutions were well reproducible in repeated measurement
(deviations of less than 1 %). Calibration curves obtained
before and after each experiment showed only negligible
drift during the experiments (2 % maximal deviation for a
single value). Tracer mass recoveries were calculated for
each experiment by dividing the product of the BTC’s
zeroth temporal moment and the volumetric fluid flux
through the model by the injected tracer mass (Table 3).
The mean absolute deviation from 100 % amounts to
2.1 % indicating only minor errors in measurement and
data processing.
The accuracy of the numerical solution was examined

by running the model repeatedly while gradually increas-
ing the temporal and spatial discretization. In particular,
convergence of computed BTCs and tracer-input functions
was checked for the setups for which the strongest
contrasts between the hydraulic conductivity of the source
zone and the surrounding material were prescribed: setups
LP2 and HP3 (see Table 1). Since these setups showed the
largest differences in local flow velocities and the
strongest concentration gradients, these setups can be
regarded as the most sensitive to numerical dispersion.

General plume behavior
Figure 5 shows snapshots of concentration distributions
computed in the numerical model for the setups HM, HP3
and LP2, corresponding to a homogeneous setup, a high-
permeable injection zone setup and a low-permeable
injection zone setup, respectively (see Table 1).
Obviously, the different hydraulic setups lead to distinctly
different plume characteristics. While the plume resulting
from tracer injection into the high-permeable injection
zone is characterized by a larger transverse and a smaller
longitudinal spreading compared to the plume evolving in
the homogeneous medium, the plume originating from a
low-permeable injection zone is characterized by a smaller
transverse and a stronger longitudinal spreading compared

Table 3 Tracer mass recovery

Laboratory experiment Mass recovery [%]

lp2 103.2
lp1 100.2
hm 98.7
hp1 95.5
hp2 101.1
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to the homogeneous setup. This is a consequence of the
different flow field characteristics at the source zone. In
the case of a high-permeable injection zone, streamlines
(indicated in white color in Fig. 5) converge before
entering the source zone, i.e., the volumetric fluid flux
through the source zone is relatively large. As a result,
tracer is “flushed” out of the injection zone relatively fast.
After passing the source zone, streamlines diverge, which
enlarges the plume’s transverse spreading. The tracer
plume reaches the detection plane slightly earlier com-
pared to the homogeneous setup. The opposite occurs
when tracer is injected into a low-permeable injection
zone. Streamlines diverge upstream of the source zone,
which leads to a relatively small volumetric fluid flux
through the source zone. As a result, tracer remains within
the injection zone for a relatively long time. After having
passed the injection zone boundary, tracer is transported
downstream much faster than tracer that is still trapped
within the injection zone. This strongly increases the
longitudinal spreading of the plume, while streamline
convergence downstream of the source zone reduces the
transverse plume spreading. The tracer plume arrives at
the detection plane distinctly later compared to the
homogeneous setup.
Note that the source zone hydraulic conditions deter-

mine the volume of the medium which is sampled by the
plume on its way from the source to the detection plane.
The sampled volume depends on the plume’s width which
is larger for the high-permeable injection zone setup and
smaller for the low-permeable injection zone setup
compared to the homogeneous setup.

Tracer-input functions and BTCs
Figure 6a,c presents measured and modeled tracer-input
functions for the different hydraulic setups. In the
laboratory model, tracer-input functions were measured
within the filter element in which tracer was injected; in

the numerical model, tracer-input functions were recorded
on the nodes located on the line source.
When the tracer injection begins (at t00) the laboratory

concentrations increase rapidly until they nearly reach the
concentration level of the injected tracer solution. When
the tracer injection ends (at t020 s), concentrations stay
roughly constant for some time and then decrease slowly
with time. The lower the hydraulic conductivity of the
injection zone, the slower the decrease of concentrations.
This is due to different volumetric flow rates through the
source zone induced by the different hydraulic setups. The
volumetric flow rate through the source zone is controlled
by the injection zone’s hydraulic conductivity relative to
the surrounding hydraulic conductivity. If the injection
zone’s hydraulic conductivity is high, tracer is quickly
flushed out of the filter element and thus released into the
porous medium relatively fast. If the injection zone’s
hydraulic conductivity is low, tracer remains for a
relatively long time within the filter element. This results
in a slow tracer release from the filter element into the
porous medium.
It is important to note that the measured tracer-input

functions, especially those measured in low-permeable
injection zones, deviate distinctly from the function
describing the injection of tracer from the syringe into
the filter element. The latter was the same for all
experiments and is indicated by the black colored step
profile in Fig. 6a. This clearly demonstrates the necessity
to monitor concentration at the location where tracer is
injected to derive adequate tracer-input functions.
Figure 7a, b depicts the temporal moments of

tracer-input functions which were calculated using
Eqs. (13) and (14). The first and second moments of
laboratory tracer-input functions generally increase
with decreasing permeability of the injection zone
because relatively wide tracer-input functions were
obtained for low-permeable injection zone setups and
relatively short tracer-input functions were obtained for
high-permeable injection zone setups. The only

K K1 2K K1 2 K K1 2

K K1 2K K1 2

K K1 2K K1 2K K1 2

5 mmol/l

170 mmol/l
8 mmol/l

250 mmol/l
10 mmol/l

300 mmol/l

K K1 2

(a) 1= 2, 20 sK K t= (b) 1= 2, 180 sK K t= (c) 1= 2, 960 sK K t=

(d) 1> 2, 20 sK K t= (e) 1> 2, 120 sK K t= (f) 1> 2, 780 sK K t=

(g) 1< 2, 20 sK K t= (h) 1< 2, 840 sK K t= (i) 1< 2, 1620 sK K t=

Fig. 5 Streamlines and plume development computed in the numerical model. a-cHomogeneous setup HM, d-f high-permeable injection zone
setup HP3, g-i low-permeable injection zone setup LP2. Shown are snapshots of spatial concentrations at different times: at the end of tracer
injection (left), when the plume’s center exits the injection zone (middle), when first concentrations arrive at the detection plane (right)
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exemption is τ2c of the laboratory tracer-input function
hp2, which is slightly larger than τ2c of the tracer-input
function hp1. This is due to slow concentration decrease
at very low concentration levels in the tracer-input
function hp2, which is hardly visible in Fig. 6a but
enlarges τ2c.
Figure 6c presents tracer-input functions computed in the

numerical model. Generally, the modeled concentrations

reflect relatively well the laboratory measurements in the
sense that the overall shape of the laboratory tracer-input
functions is reproduced and the rate of decrease of modeled
concentrations depends on the hydraulic conductivity of the
injection zone in a rather similar manner as observed in the
laboratorymodel. This suggests that the representation of the
injection procedure in the numerical simulations captures
relatively well the tracer injection procedure in the laboratory
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chamber, c tracer-input functions recorded on the nodes located on the line source in the numerical model, d summed mass flux divided by
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experiments. As described in a previous section Numerical
modeling, a fluid flux boundary condition was prescribed in
the numerical simulations for the line source during the
injection step. This boundary condition is supposed to
simulate the disturbance of the flow field due to the injection
of tracer solution. The fluid flux boundary condition turned
out to be essential to reproduce the tracer-input functions
measured in the laboratory model. The fluid injection
provokes a disturbance of the flow field at the source zone,
which causes tracer to be initially spread in all directions
around the line source (see Fig. 5). When discharge through
the injection zone establishes again after the injection
procedure, some amount of tracer migrates back into the
source zone. This induces the plateau-like behavior and the
gradual concentration decrease apparent in the tracer-input
functions. Though not presented in Figs. 5 and 6, note that if
the flow field disturbance during injection is not accounted
for in the numerical model by prescribing a fluid flux
boundary for the duration of the tracer injection step, the
initial concentration distribution at the end of the tracer
injection is considerably less spread, concentrations decrease
much faster at the source zone and the laboratory tracer-input
functions are not well reproduced. This clearly points out the
importance of considering the hydraulic effects of the tracer
injection process in laboratory or field experiments in order
to realistically model tracer injection in numerical
simulations.
However, comparing in detail measured and

modeled tracer-input functions, it appears that the
laboratory tracer-input functions generally decrease
slightly faster than the numerically modeled concen-
trations. As a consequence, the laboratory tracer-input
functions are less spread which leads to smaller second
temporal moments compared to the numerical results
(see Fig. 7b). As shall be discussed now, possible
explanations for these deviations between laboratory
measured and numerically modeled tracer-input func-
tions might be flow focusing and mixing induced by
the filter element in which tracer was injected in the
laboratory experiments. Further differences between
laboratory and modeling results might result from the
reduction of the transport process to a 2-D problem in
the numerical simulations.
The filter element in which tracer was injected in the

laboratory experiments represents a high-permeability
inclusion within the sediment packing, because its
hydraulic conductivity is larger than the hydraulic con-
ductivity of the surrounding sediment. This locally
focuses the flow field and leads to a larger volumetric
flow rate through the cross-section of the filter element
compared to the flow rate through an equivalent cross-
section within the porous medium. Since this effect is not
accounted for in the numerical model, it can be expected
that the flow rate through the filter element in the
laboratory experiments was larger than the flow rate
through the source zone computed in the numerical
model, which may explain the faster decrease of concen-
tration in the laboratory tracer-input functions compared to
the numerical results.

The filter element’s inner volume excluding the portion
which is filled by the EC sensor amounts to approximately
15 ml. This volume represents a mixing volume which is
not considered in the numerical model and thus, might
lead to differences between measured and modeled
concentrations. If the volume within the filter element
was permanently well mixed, this would slow down the
decrease of concentration subsequent to tracer injection.
However, the filter element did not contain a mixing
device so that complete mixing within the filter element is
not necessarily fulfilled. Moreover, the mixing volume
(15 ml) is only small compared to the volume of the
injected tracer solution (50 ml), so that the effects of
mixing can be expected to be only small.
Since the volume of the injected tracer solution

exceeds the volume of the filter element, tracer is spread
in all directions around the filter element during the
injection. Due to the two-dimensionality of the numerical
model, the tracer spreading during the injection in the
numerical simulations is limited to two dimensions only.
This may lead to a larger initial plume spreading in the
numerical simulations compared to the laboratory exper-
iments, and thus, to wider tracer-input functions obtained
in the numerical model.
Tracer breakthrough at the downgradient detection plane

is depicted in Fig. 6b, d. Laboratory BTCs were derived by
applying Eq. (4) on the concentration curves measured in the
outlet chamber; numerical BTCswere calculated by dividing
the summed mass flux through the outflow boundary by the
summed fluid flux through that boundary. Temporal mo-
ments of BTCs are presented in Fig. 7a, b. Moments of
laboratory BTCs represent robust percentile-based estimates
(see section Analytical modeling) because moments calcu-
lated with Eqs. (13) and (14) were found to be tremendously
distorted by data noise. For the numerical BTCs, percentile-
based moment estimates deviate less than 1 % from
moments calculated using Eqs. (13) and (14).
The results clearly show that different hydraulic

injection zone setups lead to considerably different BTC
characteristics. In particular, the mean arrival time and
spreading of BTCs and the peak concentration levels at
the detection plane are strongly affected by the hydraulic
conditions at the injection zone. While low-permeable
injection zone setups lead to relatively wide BTCs that are
characterized by late mean arrival times and low peak
concentrations, high-permeable injection zone setups
produce relatively steep BTCs with high peak concentra-
tions and early mean arrival times. Accordingly, the first
and second temporal moments of BTCs generally increase
with decreasing hydraulic conductivity of the injection
zone. Results from laboratory experiments and numerical
simulations agree fairly well regarding the general trend,
however, notable differences exist for individual BTCs.
Most distinct are the deviations between laboratory and
numerical results for the setups in which the injection
zone has the highest hydraulic conductivity and the lowest
hydraulic conductivity, respectively: The laboratory BTC
lp2 is characterized by a smaller first and second moment
compared to the numerical equivalent LP2 (see temporal
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moment values at K1/K200.11 in Fig. 7). The laboratory
BTC hp2, on the other hand, is characterized by a larger
first and second moment compared to the numerical BTC
HP2 (see temporal moment values at K1/K201.44 in
Fig. 7). Partly, this can be explained with the differences
between measured and modeled tracer-input functions,
i.e., the smaller first and second temporal moments of the
laboratory tracer-input function lp2 compared to the
numerical tracer-input function LP2 naturally lead to
smaller first and second temporal moments of the
laboratory BTC lp2 compared to the numerical BTC
LP2. However, this cannot explain the larger moments of
the laboratory BTC hp2 compared to the numerical BTC
HP2, because in this case, the moments of the laboratory
tracer-input function hp2 are actually smaller than the
moments of the numerical tracer-input function HP2.
These deviations might be the result of small-scale
heterogeneous structures within the sediment packing
which induce a different dispersion behavior in the
laboratory model and in the numerical model. In the
numerical simulations, parameters are, except for the
hydraulic conductivity contrast between the injection zone
and the surrounding medium, homogeneously distributed
throughout the entire domain. In the laboratory model,
however, the sediment packing is not perfectly homoge-
neous. Even the highly uniform sand used for the
homogeneous packing shows some variability in grain
size, which gives rise to small-scale heterogeneous
structures in the sand-packing. The occurrence of non-
homogeneous structures in apparently homogeneously
packed columns and their effect on transport processes
have already been reported in several other studies (e.g.
Huang et al. 1995; Levy and Berkowitz 2003; Cortis and
Berkowitz 2004). In heterogeneous media, the dispersivity
scales with the observation volume. As is obvious in
Fig. 5, the volume sampled by the tracer plume is mainly
controlled by the transverse plume spreading, which, in
turn, depends on the hydraulic conditions at the source
zone. The plume resulting from tracer injection into a
high-permeable injection zone is stretched in the trans-
verse direction, and thus, samples a larger volume on its
way to the detection plane compared to the homogeneous
setup. In contrast, the transversally narrow plume resulting
from injection into a low-permeable injection zone
samples a smaller volume than the plume in the
homogeneous setup. If the sediment packing is heteroge-
neous, this will lead to an enlarged dispersion for the high-
permeable injection zone setups and a decreased disper-
sion for the low-permeable injection-zone setups in the
laboratory experiments. In the numerical model this effect
does not occur because the material surrounding the
injection zone is perfectly homogeneous and dispersion
is, thus, not scale-dependent. Since the dispersivity in the
numerical model was prescribed according to the apparent
dispersivity derived from the homogeneous laboratory
tracer experiment, this could explain the smaller spreading
of the laboratory BTC lp2 and the larger spreading of the
laboratory BTC hp2 compared to their numerical
equivalents.

Transport characterization
Breakthrough curve analyses were performed to derive
advective–dispersive transport parameters (see
section Analytical modeling). Such analyses interpret the
BTCs as if they were measured in a fictitious uniform
medium. The sediments in the sandbox model are,
however, not homogeneous, i.e., description of transport
with the 1-D CDE becomes a simplified model. The
obtained transport parameters, thus, represent apparent
transport parameters, va and la, which are based on a
simplified, 1-D interpretation of the transport process.
Tracer-input functions measured at the location where

tracer was injected were explicitly considered in the
analysis of BTCs by applying the following two
approaches. In the first approach, apparent transport
parameters were derived by fitting Eq. (12) to the BTCs.
Thereto, the measured tracer-input functions were
discretized in time and separated into n injection steps
(see e.g. Fig. 8b), each of which is considered as a
boundary condition for an analytical solution of the 1-D
CDE in Eq. (12). The second approach is based on
temporal moments and calculates apparent transport
parameters from the changes of the first and second
temporal moment along the distance between injection
and detection. Thereto, temporal moments of BTCs and
measured tracer-input functions were calculated, after
which Eqs. (20)–(23) were applied to derive apparent
transport parameters.
To investigate which effects on apparent transport

parameters result from the use of simplified tracer-input
approximations, apparent transport parameters were also
derived based on the assumption of an instantaneous
tracer input (Dirac pulse at t00) and a step pulse tracer-
input profile (ton00, toff020 s), respectively. The 20-s
step pulse corresponds to the duration over which tracer
was injected in the experiments. Based on the Dirac
pulse tracer-input approximation, apparent transport
parameters were obtained by fitting Eq. (8) to the BTCs;
and by applying Eqs. (20) and (21) with Δμt0μt, BTC
and Δσ2t ¼ σ2t;BTC. Based on the step pulse tracer-input
approximation, apparent transport parameters were
obtained by fitting Eq. (11) to the BTCs; and by
applying Eqs. (20) and (21) with Δμt0μt, BTC – μt, step and
Δσ2t ¼ σ2t;BTC � σ2t; step.

Least-squares fits of the 1-D CDE
Figures 8c and 9c show BTCs and least-squares fits of the
1-D CDE for the sandbox experiment lp2 and the
numerical simulation LP2, respectively. While the numer-
ical BTC is perfectly represented by the 1-D CDE, the 1-D
CDE fails to capture the early and late time evolution of
the laboratory BTC. Similar deviations between measured
concentrations and 1-D CDE were obtained for every
laboratory experiment, i.e., also for the homogeneous
setup. This suggests that some inhomogeneities exist even
in the homogeneous sediment packing, leading to a
slightly anomalous transport behavior which is not
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described by the 1-D CDE. Note that the deviations
between BTC and 1-D CDE are not the result of the
hydraulic contrast between injection zone and surrounding
material, because then similar deviations between BTC
and 1-D CDE should have been obtained in the numerical
simulations. All numerical BTCs are, however, perfectly
covered by the 1-D CDE.
What is surprising in Figs. 8c and 9c is that the three 1-

D CDE fit-curves, although based on different tracer-input
assumptions, are practically identical and overlay each
other. Explicitly, the three fit-curves are based on the
assumption of the tracer-input function being a Dirac
pulse, a 20-s step pulse and the measured tracer-input
function, respectively. The different tracer-input assump-
tions are depicted in Figs. 8a, b and 9a, b. Remarkably, the
three approaches provide similarly good fits to the BTCs;
however, the transport parameters derived by the different
approaches are not similar. The individual pairs of fitting
parameters corresponding to the three fit-curves are also
provided in Figs. 8c and 9c. Compared to the parameters
derived by fully accounting for the measured tracer-input
functions, the fit-curves that were derived, assuming an
instantaneous and a step-pulse tracer-input profile, yield

smaller values for the apparent velocity and larger values
for the apparent dispersivity. Since the Dirac pulse and the
step pulse only poorly represent the actually measured
tracer-input function, it can be expected that the so-
derived transport parameters are biased. However, the
goodness-of-fit gives absolutely no indication as to which
set of fitting parameters yields the most appropriate
transport parameters. This suggests that the 1-D CDE is
capable of adapting rather well to BTCs even if strongly
simplified tracer-input functions are assumed and that,
despite good agreement between a BTC and a least-
squares fit of the 1-D CDE, transport parameters derived
as fitting parameters can still be biased if they rely on
inadequate tracer-input approximations.
In the laboratory experiment lp2, the approach assum-

ing an instantaneous tracer input underestimates the
apparent velocity by 8 % and overestimates the apparent
dispersivity by 26 %, compared to the values that were
derived by fully accounting for the measured tracer-input
function. In the numerical experiment LP2, the apparent
velocity is underestimated by 9 % and the apparent
dispersivity is overestimated by 11 %. It can be argued
that these deviations are not major. However, there is no
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indication that for larger discrepancies between assumed
and actual tracer-input function, the 1-D CDE would not
still be capable of adapting well to a BTC. In that case,
significantly stronger deviations between fitting parame-
ters and ‘true’ transport parameters must be expected. This
demonstrates the necessity of monitoring the tracer
injection in tracer experiments to obtain adequate tracer-
input functions for the analysis of BTCs.

Apparent transport parameters
Figure 10a shows apparent velocities derived from BTCs
as a function of the hydraulic contrast between injection
zone and surrounding material. Relatively small apparent
velocities were obtained when tracer was injected into a
relatively low-permeable injection zone; larger apparent
velocities were obtained when tracer was injected into a
relatively high-permeable injection zone. Since the appar-
ent velocity derived from a BTC represents a path-
averaged velocity, integrated over the distance between
injection and detection, this trend reflects the different
local velocities within the injection zone for the different
setups, i.e., relatively small local velocities in low-
permeable injection zones and larger local velocities in
high-permeable injection zones.
Apparent dispersivities are plotted in Fig. 10b. Here,

there is no clear correlation between apparent
dispersivities and the permeability of the injection zone.
The numerical BTCs yield the largest dispersivities for the
low-permeable injection zone setups; the laboratory BTCs
yield the largest dispersivities for the high-permeable
injection zone setups. As already discussed in the previous
section Tracer-input functions and BTCs, this might be the
consequence of small-scale inhomogeneities in the sedi-
ment packing which cause the dispersivity in the
laboratory model to scale with the observation volume.
If the dispersivity in the laboratory model is scale-
dependent, this will lead to an enlarged dispersion when
tracer is injected into a high-permeable injection zone
(because the resulting plume samples a relatively large
volume of the sediment packing) and a decreased
dispersion when tracer is injected into a low-permeable
injection zone (because the plume samples a relatively
small volume of the sediment packing). Since in the
numerical model the dispersivity is not scale-dependent,
this might produce, for the high-permeable injection zone
setups, larger apparent dispersivities obtained in the
sandbox experiments compared to the values derived in
the numerical simulations; and for the low-permeable
injection zone setups, smaller dispersivities obtained in the
sandbox experiments compared to the numerically derived
values.
Apparent transport parameters derived from least-

squares fits of the 1-D CDE and apparent transport
parameters derived from temporal moment analyses are
practically identical for the numerical BTCs. For the
BTCs measured in the laboratory, the two methods yield
different parameters, namely, slightly larger apparent
velocities, and distinctly larger apparent dispersivities

were calculated by the method of moments compared to
the values obtained from 1-D CDE-fits. The reason for
this is that the numerical BTCs are almost perfectly
captured by the 1-D CDE fits, while the laboratory BTCs
are, in contrast, not completely captured by the 1-D CDE
fits. Perfect agreement between fit-curve and BTC means
that the temporal moments of fit-curve and BTC are
identical. In this case, the method of moments and least-
squares fits yield similar results. If BTC and fit-curve
deviate from each other, the moments of BTC and fit-
curve are different which leads to differences in the
apparent transport parameters derived by the two methods.

Implications of simplified tracer-input approximations
in the analysis of BTCs
Figure 10c–f shows the apparent transport parameters that
were derived from BTCs by approximating the tracer-
input function as a Dirac pulse (at t00) or a step pulse
(ton00, toff020 s), respectively. To focus on the effect of
tracer-input assumptions on transport parameters rather
than on the absolute transport parameter values, transport
parameters are presented as deviations from the parame-
ters that were obtained by fully accounting for the
measured tracer-input functions. For the sake of clarity,
the values derived from 1-D CDE fits are depicted in
Fig. 10c, d and those calculated from temporal moments
are depicted in Fig. 10e, f.
Approximating the tracer-input function as a Dirac

pulse or a step pulse obviously yields underestimated
values for va, which plot as negative values in Fig. 10c,e.
The lower the permeability of the injection zone is, the
stronger the underestimation of va. Accordingly, the
strongest underestimation of va, was obtained for the
laboratory setup lp2 (−8 %) and the numerical setup LP2
(−9 %). This can be explained as follows. By approxi-
mating the tracer-input function as a Dirac pulse (at t00)
or a step pulse (ton00, toff020 s), it is assumed that the
entire tracer mass has entered the porous medium at t0
0 (Dirac pulse) or t020 s (step pulse), respectively. The
tracer-input functions that were actually measured, how-
ever, show that tracer still entered the porous medium at
significantly later times. For example, in the case of the
low-permeable injection zone setup lp2, relevant tracer
concentrations were found to be released from the source
zone until t≈500 s (see Fig. 6a). As a consequence, by
approximating the tracer-input function as a Dirac pulse or
a step pulse, the tracer ’s apparent velocity is
underestimated, because tracer that enters the porous
medium at t>20 s must move faster to reach the detection
plane at a given time than tracer which is assumed to enter
the porous medium at t≤20 s.
The underestimation of the apparent velocity is more

pronounced for the low-permeable injection zone setups
because the tracer-input functions that were measured
within low-permeable injection zones deviate stronger
from the Dirac pulse and the step pulse approximations
than those tracer-input functions measured within high-
permeable injection zones.
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Note that the differences between apparent transport
parameters that were derived assuming a Dirac pulse input
and those values which were derived assuming a step pulse
input are only small. This is because the BTCs measured in
the experiments arrived at the detection plane at relatively
late times (i.e. t>1,000 s). For the interpretation of these
BTCs, the difference between a Dirac pulse at t00 or a step
pulse from ton00 until toff020 s are only minor.
Apparent dispersivities, la, are generally overestimated

by approximating the tracer-input function as a Dirac

pulse or a step pulse, i.e. they plot as positive values in
Fig. 10d, f. The strongest overestimation of la is obtained
for the low-permeable injection zone setups lp2 (+26 %,
1-D CDE-fit; +11 %, temporal moments) and LP2 (+11 %,
1-D CDE-fits; +11 %, temporal moments). The reason for
this is that when the tracer-input function is approximated
as a Dirac pulse (at t00) or a step pulse (ton00, toff020 s),
the spreading of the tracer-input function is assumed to be
zero in the case of the Dirac pulse and rather small in the
case of the step pulse. The spreading of the actually
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Fig. 10 Apparent transport parameters derived from BTCs using least-squares fits of the 1-D CDE and temporal moment analyses. The x-
axis denotes the ratio between the hydraulic conductivity of the injection zone and the surrounding material (see Table 1). a–b Apparent
transport parameters obtained by fully accounting for the measured tracer-input function, c-f transport parameters obtained by
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measured tracer-input functions is considerably larger (see
Fig. 6a). As a result, approximating the tracer-input
function as a Dirac pulse or a step pulse overestimates
the spreading of the BTC due to dispersion. More
precisely, it is neglected that the tracer-input function
already contributes a spreading which is not the result of
dispersion as it is already present when the tracer enters
the porous medium. This leads to an overestimation of la.
However, as already discussed, by assuming a Dirac pulse
or a step pulse tracer input, the apparent velocity gets
underestimated, which, interestingly, leads to an underes-
timation of la. This can be deduced from Eq. (21). If the
measured tracer-input function is neglected and tracer is
assumed to instantaneously enter the porous medium, then
Δσ2t in Eq. (21) gets overestimated, because σ

2
t; input in Eq.

(23) is assumed to be zero. At the same time, Δμt in Eq.
(21) also gets overestimated, because μt, input in Eq. (22) is
assumed to be zero. While the overestimation of Δσ2t
enlarges the estimated value for la, the overestimation of
Δμt reduces the estimated la. la, thus, depends on the
ratio of the overestimation of Δσ2t and the overestimation
of Δμ2t . That is why, for some setups, la gets
underestimated by assuming a Dirac pulse or a step pulse
tracer input (negative values in Fig. 10d, f), which also
explains why the overestimation of la is not as pro-
nounced as might be expected. For example, in the case of
the laboratory experiment lp2, neglecting the temporal
moments of the measured tracer-input function by
assuming an instantaneous input profile leads to an
overestimation of Δσ2t in Eq. (21) by 32 %. However,
the apparent dispersivity gets overestimated by only 11 %
because Δμt in Eq. (21) is overestimated by 8 %.
These findings demonstrate that the use of simplified

approximations for the tracer-input function can lead to
biased transport parameters derived from BTCs.
Interpretation of BTCs based on the assumptions of the
tracer-input function being a Dirac pulse or a step pulse
yielded underestimated values for the apparent velocity
and overestimated or underestimated values for the
apparent dispersivity, compared to those values derived
by explicitly accounting for the measured tracer-input
function in the BTC analysis. In the present experiments,
the use of simplified tracer-input approximations resulted
in only relatively mildly biased va and la. This suggests
that using simplified approximations for the tracer-input
function might yield sufficiently accurate estimates for the
apparent transport parameters in many applications.
However, the obtained bias of maximally +8 % for va
and +26 % for la is not negligibly small. Furthermore, it
must be noted that different experimental conditions (e.g.
larger mixing volume within the injection well, smaller
flow rate passing the injection well, multi-peaked tracer
injection) might lead to a much stronger disagreement
between idealized tracer-input profiles and actual tracer-
input function. In such cases, using simplified tracer-input
approximations will lead to stronger biased transport
parameters. The results therefore suggest that monitoring
of the tracer-input function and subsequent consideration

of the measured tracer-input function in the analysis of
BTCs can improve the estimation of apparent transport
parameters from tracer experiments.

Conclusions

The results of the study demonstrate that the hydraulic
conditions at the source of a solute are of major
importance for plume development. Tracer injection into
high-permeability zones causes early arrival, and en-
hanced transverse and reduced longitudinal spreading.
Tracer injection into low-permeability zones causes late
arrival, and reduced transverse and enhanced longitudinal
spreading. The results therefore suggest that the hydraulic
conditions at the source zone are of particular interest for
predicting when and at what concentrations a solute
reaches a downgradient location, which is a classical goal
of risk assessment at contaminated sites. The study
therewith supports the findings of Nowak et al. (2010)
who investigated optimal sampling strategies and found
that characterization of the hydraulic conditions at the
source of a contaminant greatly reduces the uncertainty in
predicted concentrations.
An interesting aspect of the results is that the hydraulic

conditions at the source zone determine the lateral width
of a plume and thus, the volume sampled by the plume
during its further transport. This is of particular impor-
tance for plume dispersion in heterogeneous media
because in heterogeneous media, dispersion scales with
the observation volume. In the present study, this appears
to provoke deviations between laboratory BTCs measured
in a slightly heterogeneous sandbox packing and modeled
BTCs computed in a homogeneous numerical model.
Apparent transport parameters derived from BTCs

were found to change distinctly as a function of the
hydraulic conditions at the source zone. This indicates that
transport parameters obtained in tracer experiments can be
biased towards the hydraulic situation close to the
injection well instead of yielding representative aquifer
properties.
In the experiments conducted, different source zone

hydraulic conditions were arranged by placing a cube-
shaped heterogeneous inclusion within an otherwise
homogeneous medium. This simple setup was chosen to
examine, under well-defined conditions, the effects of
source zone hydraulic conditions on plume behavior and
BTCs. In real world aquifers, however, the conductivity
field is heterogeneous in the entire aquifer, not only in the
region close to the source zone. Therefore, additionally to
the influence of the hydraulic conditions at the source
zone, plume behavior is affected by aquifer heterogeneity
farther downstream. Further research is needed to unravel
these two effects and to evaluate their contributions to
transport characteristics such as plume spreading and BTC
properties.
Tracer-input functions measured at the location where

tracer was injected were found to deviate distinctly for
different hydraulic injection zone setups, although the
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tracer injection procedure was the same for all setups. This
points out the necessity to monitor concentrations at the
injection location in tracer experiments, in order to obtain
adequate tracer-input functions.
Tracer-input functions measured in low-permeable

injection zone setups were found to depart strongly from
idealized approximations such as instantaneous or step
pulse tracer-input profiles. It could be demonstrated that
the use of simplified approximations for the tracer-input
function can lead to biased transport parameters derived
from BTCs. By approximating the tracer-input function as
a Dirac pulse or a step pulse, underestimated values for
the apparent velocity and overestimated or underestimated
values for the apparent dispersivity were obtained,
compared to the values derived by fully accounting for
the actually measured tracer-input functions.
Remarkably, the 1-D CDE was capable of adapting

rather well to BTCs even if strongly simplified approxi-
mations for the tracer-input function were presumed. It
can be concluded that despite good agreement between a
BTC and a least-squares fit of the 1-D CDE, transport
parameters derived as fitting parameters can be biased if
they rely on inadequate tracer-input approximations. The
results therefore suggest that transport parameter estima-
tion based on laboratory or field tracer experiments can
benefit from monitoring of the tracer-input function and
subsequent consideration of the measured tracer-input
function in the analysis of BTCs.
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